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Theorem: Even if $U \not 又 Z$ we have a natural tower of finite spectra:
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This is bold, as we have not constructed any multiplicative structure in the non-split case.
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## Relationship with the Miller splitting
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$$
F_{k}(U, Z)_{+} \rightarrow L(U, Z)_{+}=X_{n}(U, Z) \rightarrow X_{k}(U, Z)
$$

are stable homotopy equivalences.
The resulting splittings

$$
F_{k}(U, Z)_{+} \simeq \bigvee_{j=0}^{k} Q_{k}(U, Z)
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should be the same as those obtained by Miller.
Using abstract methods of equivariant stable homotopy theory, we can prove a slightly weaker statement. However, we have not yet succeeded in giving an explicit construction of the required maps and homotopies.

## Change of notation

The notation used so far is inconvenient for actual constructions and proofs. Instead:

- The target space $Z$ is fixed throughout and is not displayed.
- We will define spaces $X_{k}^{*}(U) \subseteq X_{k}(U)$ and put $\widehat{X}_{k}(U)=X_{k}(U) / X_{k}^{*}(U)$; the spectrum $X_{k}(U, Z)$ discussed earlier is $S^{-s(U)} \wedge \widehat{X}_{k}(U)$.
- We will define spaces $Q_{k}^{*}(U) \subseteq Q_{k}(U)$ and put $\widehat{Q}_{k}(U)=Q_{k}(U) / Q_{k}^{*}(U)$; the spectrum $Q_{k}(U, Z)$ discussed earlier is $S^{-s(U)} \wedge \widehat{Q}_{k}(U)$.
- Parallel notation with stars and hats will be used for various other spaces.
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This is associative with $\emptyset * t=t=t * \emptyset$ and $\|t * u\|=\|t\| \#\|u\|$ and $\tau_{n+i}(t * u)=0 *\left((1-\|t\|) \tau_{i}(u)\right)$.
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Also $Q_{k}(U) \simeq B\left(s\left(T^{\perp}\right) \oplus \operatorname{Hom}(T, Z)\right)$; using $\operatorname{Hom}(T, T) \simeq s(T)+s(T)$ and $s(U) \simeq s\left(T^{\perp}\right)+s(T)+\operatorname{Hom}(T, U-T)$ we get

$$
s\left(T^{\perp}\right)+\operatorname{Hom}(T, Z) \simeq(s(T)+\operatorname{Hom}(T, U-Z))+s(U)
$$

## Definition of the tower

For $0 \leq k \leq n=\operatorname{dim}(U)$ we put

$$
\begin{aligned}
& X_{k}(U)=\left\{(\alpha, \phi) \in D(U) \times H(U) \mid \tau_{n-k}(\alpha)=\rho(\phi)\right\} \\
& Q_{k}(U)=\left\{(W, \beta, \psi) \mid W \in G_{k}(U), \beta \in D\left(W^{\perp}\right), \psi \in H(W)\right\} .
\end{aligned}
$$

$\left(N B X_{0}(U) \simeq Q_{0}(U) \simeq D(U)\right.$ and $X_{n}(U) \simeq Q_{n}(U) \simeq H(U)$.)
Suppose that $(\alpha, \phi) \in X_{k}(U)$, where $0 \leq k \leq n=\operatorname{dim}(U) \leq m=\operatorname{dim}(Z)$.
Put $t=e(\alpha) \in \Delta_{n}$. Then there is an orthonormal basis $u_{1}, \ldots, u_{n}$ for $U$, and an orthonormal basis $z_{1}, \ldots, z_{m}$ for $Z$, such that $\alpha\left(u_{i}\right)=t_{i} u_{i}$ and $\phi\left(u_{i}\right)=0$ for $1 \leq i \leq n-k$ and $\phi\left(u_{i}\right)=\left(t_{i}-t_{n-k}\right) z_{i}$ for $n-k \leq i \leq n$.
Also $Q_{k}(U) \simeq B\left(s\left(T^{\perp}\right) \oplus \operatorname{Hom}(T, Z)\right)$; using $\operatorname{Hom}(T, T) \simeq s(T)+s(T)$ and $s(U) \simeq s\left(T^{\perp}\right)+s(T)+\operatorname{Hom}(T, U-T)$ we get

$$
s\left(T^{\perp}\right)+\operatorname{Hom}(T, Z) \simeq(s(T)+\operatorname{Hom}(T, U-Z))+s(U)
$$

We define maps

$$
\begin{aligned}
Q_{k}(U) & \stackrel{f_{k}}{\longrightarrow} X_{k}(U) \stackrel{p_{k}}{\longrightarrow} X_{k-1}(U) \\
f_{k}(W, \beta, \psi) & =\left(\beta * w \rho(\psi),(1-\|\beta\|) \psi \pi_{w}\right) \\
p_{k}(\alpha, \phi) & =\left(\alpha, \tau_{n-k+1}(\phi)\right) .
\end{aligned}
$$

by

## Collapsing the boundary

We put

$$
\begin{aligned}
& \Delta_{n}^{*}=\left\{t \in \Delta_{n} \mid t_{1}=0 \text { or }\|t\|=1\right\} \\
& D^{*}(U)=\left\{\alpha \in D(U) \mid e_{1}(\alpha)=0 \text { or }\|\alpha\|=1\right\} \\
& H^{*}(U)=\left\{\phi \in H(U) \mid e_{1}(\rho(\phi))=0 \text { or }\|\phi\|=1\right\} \\
& X_{k}^{*}(U)=\left\{(\alpha, \phi) \in X_{k}(U) \mid \alpha \in D^{*}(U)\right\} \\
& Q_{k}^{*}(U)=\left\{(W, \beta, \psi) \in Q_{k}(U) \mid \beta \in D^{*}\left(W^{\perp}\right) \text { or }\|\psi\|=1\right\} \\
& \widehat{\Delta}_{n}=\Delta_{n} / \Delta_{n}^{*} \\
& \widehat{D}(U)=D(U) / D^{*}(U) \\
& \widehat{H}(U)=H(U) / H^{*}(U) \\
& \widehat{X}_{k}(U)=X_{k}(U) / X_{k}^{*}(U) \\
& \widehat{Q}_{k}(U)=Q_{k}(U) / Q_{k}^{*}(U) .
\end{aligned}
$$
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& H^{*}(U)=\left\{\phi \in H(U) \mid e_{1}(\rho(\phi))=0 \text { or }\|\phi\|=1\right\} \\
& X_{k}^{*}(U)=\left\{(\alpha, \phi) \in X_{k}(U) \mid \alpha \in D^{*}(U)\right\} \\
& Q_{k}^{*}(U)=\left\{(W, \beta, \psi) \in Q_{k}(U) \mid \beta \in D^{*}\left(W^{\perp}\right) \text { or }\|\psi\|=1\right\} \quad \widehat{Q}_{k}(U)=Q_{k}(U) / Q_{k}^{*}(U) .
\end{aligned}
$$

Note:
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\begin{aligned}
& \widehat{X}_{0}(U) \simeq \widehat{Q}_{0}(U) \simeq \widehat{D}(U) \simeq S^{s(U)} \\
& X_{n}(U) \simeq Q_{n}(U) \simeq H(U) \\
& Q_{n}^{*}(U)=\{\phi \in H(U) \mid\|\phi\|=1\} \\
& X_{n}^{*}(U)=\{\phi \in H(U) \mid\|\phi\|=1 \text { or } \phi \text { is not injective }\} .
\end{aligned}
$$
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$$

Note:
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\begin{aligned}
& \widehat{X}_{0}(U) \simeq \widehat{Q}_{0}(U) \simeq \widehat{D}(U) \simeq S^{s(U)} \\
& X_{n}(U) \simeq Q_{n}(U) \simeq H(U) \\
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$$

Fact: The maps $f_{k}$ and $p_{k}$ preserve starred subspaces and so induce

$$
\widehat{Q}_{k}(U) \xrightarrow{f_{k}} \widehat{X}_{k}(U) \xrightarrow{p_{k}} \widehat{X}_{k-1}(U) .
$$

## $p_{k} f_{k}: \widehat{Q}_{k}(U) \rightarrow \widehat{X}_{k-1}(U)$ has a natural nullhomotopy

For $0 \leq s \leq 1$ we define $F_{s}: Q_{k}(U) \rightarrow X_{k-1}(U)$ (with $F_{1}=p_{k} f_{k}$ ) by
$F_{s}(W, \beta, \psi)=\left(\beta \oplus \gamma, s(1-\|\beta\|) \tau_{1}(\psi) \pi_{w}\right) \quad$ where $\quad \gamma=(1-s) \#\|\beta\| \# \rho(\psi)$.
(Recall: $\beta \in D\left(W^{\perp}\right) \subseteq s\left(W^{\perp}\right)$ and $\psi \in H(W) \subseteq \operatorname{Hom}(W, Z)$.)
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One can check that that
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\begin{aligned}
\tau_{n-k+1}(\beta \oplus \gamma) & =0 \oplus\left(\gamma-e_{1}(\gamma)\right)=0 \oplus s(1-\|\beta\|) \tau_{1}(\rho(\psi)) \\
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\end{aligned}
$$
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$F_{s}(W, \beta, \psi)=\left(\beta \oplus \gamma, s(1-\|\beta\|) \tau_{1}(\psi) \pi_{w}\right) \quad$ where $\quad \gamma=(1-s) \#\|\beta\| \# \rho(\psi)$.
(Recall: $\beta \in D\left(W^{\perp}\right) \subseteq s\left(W^{\perp}\right)$ and $\psi \in H(W) \subseteq \operatorname{Hom}(W, Z)$.)
One can check that that

$$
\begin{aligned}
\tau_{n-k+1}(\beta \oplus \gamma) & =0 \oplus\left(\gamma-e_{1}(\gamma)\right)=0 \oplus s(1-\|\beta\|) \tau_{1}(\rho(\psi)) \\
\tau_{n-k}(\beta \oplus \gamma) & =0 \oplus(\gamma-\|\beta\|)=0 \oplus((1-s)(1-\|\beta\|)+s(1-\|\beta\|) \rho(\psi)) .
\end{aligned}
$$

We also have

$$
\begin{aligned}
& F_{s}\left(Q_{k}^{*}(U)\right) \subseteq X_{k-1}^{*}(U) \\
& F_{0}\left(Q_{k}(U)\right) \subseteq X_{k-1}^{*}(U) .
\end{aligned}
$$

It follows that $F$ gives a nullhomotopy of the composite

$$
\widehat{Q}_{k}(U) \xrightarrow{f_{k}} \widehat{X}_{k}(U) \xrightarrow{p_{k}} \widehat{X}_{k-1}(U) .
$$

The connecting maps $g_{k}: \widehat{X}_{k-1}(U) \rightarrow \Sigma \widehat{Q}_{k}(U)$

## The connecting maps $g_{k}: \widehat{X}_{k-1}(U) \rightarrow \Sigma \widehat{Q}_{k}(U)$

We will construct a commutative diagram

where

- $c$ and $c$ are collapse maps, and $\omega$ is a quotient map.
- $\tilde{g}_{k}$ is visibly continuous.
- $g_{k}$ is visibly well-defined but not obviously continuous.


## The connecting maps $g_{k}: \widehat{X}_{k-1}(U) \rightarrow \Sigma \widehat{Q}_{k}(U)$

We will construct a commutative diagram

where

- $c$ and $c$ are collapse maps, and $\omega$ is a quotient map.
- $\tilde{g}_{k}$ is visibly continuous.
- $g_{k}$ is visibly well-defined but not obviously continuous.

Commutativity proves that $g_{k}$ is in fact continuous.

## The connecting maps $g_{k}: \widehat{X}_{k-1}(U) \rightarrow \Sigma \widehat{Q}_{k}(U)$

We will construct a commutative diagram

where

- $c$ and $c$ are collapse maps, and $\omega$ is a quotient map.
- $\tilde{g}_{k}$ is visibly continuous.
- $g_{k}$ is visibly well-defined but not obviously continuous.

Commutativity proves that $g_{k}$ is in fact continuous.

$$
\begin{aligned}
E G_{k}(U) & =\left\{(t, W, \beta, \psi) \in I \times Q_{k}(U) \mid \psi \text { is not injective }\right\} \\
& =\left\{(t, W, \beta, \psi) \in I \times Q_{k}(U) \mid e_{1}(\rho(\psi))=0\right\} \\
\widetilde{g}_{k} & =\text { the inclusion : } E G_{k}(U) \rightarrow I \times Q_{k}(U) \\
\omega_{k}(t, W, \beta, \psi) & =\left(\beta *_{W}(t \# \rho(\psi)),(1-t)(1-\|\beta\|) \psi \pi_{W}\right) .
\end{aligned}
$$

## Connecting maps



For generic $(\alpha, \phi) \in \widehat{X}_{k-1}(U)$ : put $p=e_{n-k}(\alpha)$ and $q=e_{n-k+1}(\alpha)$. Let $W$ be the sum of all eigenspaces with eigenvalues $\geq q$. Put $t=(q-p) /(1-p)$ and $\beta=\left.\alpha\right|_{w \perp}$ and $\psi=(1-q)^{-1} \phi \mid w$. Define $g_{k}(\alpha, \phi)=(t, W, \beta, \psi)$.

## Connecting maps



For generic $(\alpha, \phi) \in \widehat{X}_{k-1}(U)$ : put $p=e_{n-k}(\alpha)$ and $q=e_{n-k+1}(\alpha)$. Let $W$ be the sum of all eigenspaces with eigenvalues $\geq q$. Put $t=(q-p) /(1-p)$ and $\beta=\left.\alpha\right|_{W \perp}$ and $\psi=\left.(1-q)^{-1} \phi\right|_{w}$. Define $g_{k}(\alpha, \phi)=(t, W, \beta, \psi)$.

In any cases where something goes wrong, put $g_{k}(\alpha, \phi)=*$.

## Connecting maps



For generic $(\alpha, \phi) \in \widehat{X}_{k-1}(U)$ : put $p=e_{n-k}(\alpha)$ and $q=e_{n-k+1}(\alpha)$. Let $W$ be the sum of all eigenspaces with eigenvalues $\geq q$. Put $t=(q-p) /(1-p)$ and $\beta=\left.\alpha\right|_{W \perp}$ and $\psi=\left.(1-q)^{-1} \phi\right|_{w}$. Define $g_{k}(\alpha, \phi)=(t, W, \beta, \psi)$.

In any cases where something goes wrong, put $g_{k}(\alpha, \phi)=*$.
One can check that this makes the diagram commute.

## Connecting maps



For generic $(\alpha, \phi) \in \widehat{X}_{k-1}(U)$ : put $p=e_{n-k}(\alpha)$ and $q=e_{n-k+1}(\alpha)$. Let $W$ be the sum of all eigenspaces with eigenvalues $\geq q$. Put $t=(q-p) /(1-p)$ and $\beta=\left.\alpha\right|_{W \perp}$ and $\psi=\left.(1-q)^{-1} \phi\right|_{w}$. Define $g_{k}(\alpha, \phi)=(t, W, \beta, \psi)$.

In any cases where something goes wrong, put $g_{k}(\alpha, \phi)=*$.
One can check that this makes the diagram commute.
One can use similar methods to define nullhomotopies of composites in the chain

$$
\widehat{Q}_{k}(U) \xrightarrow{f_{k}} \widehat{X}_{k}(U) \xrightarrow{p_{k}} \widehat{X}_{k-1}(U) \xrightarrow{g_{k}} \Sigma \widehat{Q}_{k}(U) \xrightarrow{\Sigma f_{k}} \Sigma \widehat{X}_{k}(U) .
$$

## The cofibration property

Suppose we have a diagram $Q \xrightarrow{f} X \xrightarrow{p} Y \xrightarrow{g} \Sigma Q \xrightarrow{\Sigma f} \Sigma X$.
We will say that this is a cofibre sequence if there exist maps

such that $r j \simeq g$ and $d s \simeq \Sigma f$ and $r s \simeq 1_{\Sigma Q}$ and $s r \simeq 1_{C p}$.
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such that $r j \simeq g$ and $d s \simeq \Sigma f$ and $r s \simeq 1_{\Sigma Q}$ and $s r \simeq 1_{C p}$.
(Stably, this is equivalent to all other definitions; unstably, perhaps not.)

## The cofibration property

Suppose we have a diagram $Q \xrightarrow{f} X \xrightarrow{p} Y \xrightarrow{g} \Sigma Q \xrightarrow{\Sigma f} \Sigma X$.
We will say that this is a cofibre sequence if there exist maps

such that $r j \simeq g$ and $d s \simeq \Sigma f$ and $r s \simeq 1_{\Sigma Q}$ and $s r \simeq 1_{C p}$. (Stably, this is equivalent to all other definitions; unstably, perhaps not.)

From nullhomotopies of $g p$ and $p f$ there is a functorial construction of maps $r$ and $s$ with $r j=g$ and $d s \simeq \Sigma f$ (but not necessarily $r s \simeq 1$ or $s r \simeq 1$ ).

## The cofibration property
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We will say that this is a cofibre sequence if there exist maps
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From nullhomotopies of $g p$ and $p f$ there is a functorial construction of maps $r$ and $s$ with $r j=g$ and $d s \simeq \Sigma f$ (but not necessarily $r s \simeq 1$ or $s r \simeq 1$ ).
The composite $r s$ is essentially the Toda bracket $\langle g, p, f\rangle$.

## The cofibration property

Suppose we have a diagram $Q \xrightarrow{f} X \xrightarrow{p} Y \xrightarrow{g} \Sigma Q \xrightarrow{\Sigma f} \Sigma X$.
We will say that this is a cofibre sequence if there exist maps

such that $r j \simeq g$ and $d s \simeq \Sigma f$ and $r s \simeq 1_{\Sigma Q}$ and $s r \simeq 1_{C_{p}}$.
(Stably, this is equivalent to all other definitions; unstably, perhaps not.)
From nullhomotopies of $g p$ and $p f$ there is a functorial construction of maps $r$ and $s$ with $r j=g$ and $d s \simeq \Sigma f$ (but not necessarily $r s \simeq 1$ or $s r \simeq 1$ ).
The composite $r s$ is essentially the Toda bracket $\langle g, p, f\rangle$.
In the case
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\widehat{Q}_{k}(U) \xrightarrow{f_{k}} \widehat{X}_{k}(U) \xrightarrow{p_{k}} \widehat{X}_{k-1}(U) \xrightarrow{g_{k}} \Sigma \widehat{Q}_{k}(U) \xrightarrow{\Sigma f_{k}} \Sigma \widehat{X}_{k}(U) .
$$

we can define explicit homotopies giving $r s \simeq 1$ and $s r \simeq 1$.
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